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: : Self-supervised Training
SIPs: Succinct Interest Points from . From uncalibrated image sequences
U nsu pe rvised |n|ierness PrOba bility Lea rning * Select image pairs based on visual overlap (KLT track densely sampled points)

* Ground truth labels: KLT track interest point of one image into the other image

Titus Cieslewski, Konstantinos G. Derpanis, Davide Scaramuzza , o
* Any other labeling would also work (e.g. inliers after RANSAC)
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* Loss: Probabilistic classification of inliers

* Self-supervised training, random initial weights, converges to self-consistency
* Trained on pairs of images

* Results in peaked response without explicitly training for this @
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Open source code:
https://github.com/uzh-rpg/sips2 open




